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ABSTRACT. The concept of sections of a fuzzy matrix was introduced by
Kim & Roush. We study the relation between a fuzzy matrix and its sec-
tions. Also, we introduce the concept of a-irreflexive, strongly irreflexive
and circular fuzzy matrix.
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1. Introouction

A Boolean matrix is a matrix with elements each has value 0 or 1. A fuzzy matrix is a
matrix with elements having values in the closed interval [0,1]. The concept of sec-
tions of a fuzzy matrix was introduced by Kim and Roush!!].

In this paper, we show that many properties of a fuzzy matrix, such as reflexive, ir-
reflexive, transitive, nilpotent, regular and others, can be extended to affits sections.
We show also tnat some properties of the sections of a fuzzy matrix do not extend to
the original fuzzy matrix, such a~ regularity property.

Moreover, we define some properties of a square fuzzy matrix, such as a-irrefle-
xive, strongly irreflexive and circularity, and examine it throughout our results.

2. Preliminaries and Definitions

-We shall begin with the following definitions.

Definition 2.1 [2-5]

The operations +, ., -and -on [0, 1] ate defined as follows

a + b =max(a,b), a.b =min(a,b),.
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b~ a = a ~ b,
a

a
0

where a, bE [0,1].

We shall write a b instead of a .b.

Remark.
A fuzzy relation R from X to Y is defined to be fuzzy subset of X x Y. If X and Y

are finite, weputX= {Xl' ...,xm}and Y= {Yl' ...,Yn} and R(Xi' Y) = rij(rijE[O,I]),
i E I andj E J, where I = {I, ..., m}and J = {I, ..., n}. So, R = [riJ; i.e., R is a fuzzy
matrix. The composition of the fuzzy relations Rand S on X x Yand Y x Z, respec-
tively, is defined to be a fuzzy relation R 0 S on X x Z such that RoS(x,z) = Sup

YEY

min (R(x,y), S(y,z». The equation R 0 S = Toffuzzy relations is called fuzzy rela-
tion equation. The problem of fuzzy relation equation is "find R knowing Sand T".
In order to solve this problem, Sanchez[6] introduced the operations ~ and -.Note
that the equation R 0 S = Tcan be written in fuzzy matrix form [riJ [Sjk] = [tik]' where
X and Yas above and Z = {Zl , ..., Zk}' The product of the fuzzy matrices is defined as
in the crisp case with + and. as in the above definition.

Definition 2.2 [2-5.7]
For fuzzy matrices A = [ai.] (m x n), B = [biJ (m x p), 0 = [diJ (p x q), G = [giJ

(m x n) and R = [riJ (n. x n), the following operations are defined:

A + G = [aij + giJ, A 1\ G = [.ail giJ,

p
L bik dkj]' A -G = [aij-gij]'

k=1

BD = [

p , ;n 
(bik ~ dk)], B -+ l)~

p

Il (bik -+ dkj:
k=l

B+-D=
k=!

n
(where n ak = al az a3

k=l
a,

A' = [aji] (the transpose of A), Rk+l = RkR(k=0,1,2,...),
AIR = A-AR, ~R = R-R', VR = RAR',
A ~ G if and only if aij ~ gij .for all i, j.

Definition 2.3 [3,5,8,9]
An n x n fuzzy matrix Riscalled reflexive if and only if'ii = 1 for all i = 1,2, ...n.

It is called a-reflexive if and only if'ii ~ aforalli = 1,2, ...nwhereaE [0,1]. It is cal-
led weakly reflexive if and only ifif'ii~ 'ijfor all i, j = 1, ...n.

Definition 2.4 [2-4,7,8,10]
An n x Ii fuzzy matrix R is calledirreflexive if and onlyif'ii = 0 for all i = 1,2, ...n.

if a> b,
a~b ,

if a>b
if a ~ b.
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Definition 2.5 [2,8,10)

An n x n fuzzy matrix S is called symmetric if and only if Sij = s, for all i,
j = 1,2,... n. It is called antisymmetric if and only if S A S' ~ In' where I n f~ the usual
unit matrix.

Remark.
Note that the condition S A S' ~ In means thatsijA Sji = 0 for all i * j and Sii ~ 1 for

all i. So, if Sij = 1, then Sji = 0, which is the crisp case.

Lemma 2.6 [8)

Let A be an m x n fuzzy matrix. Then AA' is weakly reflexive and symmetric.

Proof
n n

Let S = [SiJ = AA'. Then Sii = I aik aik = I ajk = aih for someh,
k=1 k=1

n
Sij = I aik ajk = ail ail for some I. Therefor~ Sij = ail ail ~ ail ~ aih = Si

k=1
n

is weakly reflexive. Since Sij = I
.k=1

symmetnc.

Hence S

na'

k a k' S.. = "'"' a k a.k' S.. = s.. and so, S is, / l' L.. / ' '/ Jl
k=1

*

Corollary 2.7

If the fuzzy matrix S is symmetric, then S2is weakly reflexive.

Remark 2.8
All the powers Sk; k = 1,2, ...of a symmetric fuzzy matrix S are also symmetric and

weakly reflexive.

Definition 2.9 [2-4.7.10]

An n x n fuzzy matrix N is called nilpotent if and only if ~ = 0 (the zero matrix).

Remark
(1) Note that, if N,is an n x n fuzzy matrix with N"' = 0 for some positive integer m,

then N is nilpotent in the sense of the above definition; i.e., ~ = 0 (see [10] ).

(2) If N"' = 0 and N"'-1 =t= 0, 1 ~ m ~ n, then N is called nilpotent of degree m.
Note that nilpotent of degree m is nilpotent.

Definition 2.10 [2-5,7,8,10,11]

An n x n fuzzy matrix E is called idempotent if and only if E2 = E. It is called trans-
itive if and only if E2 ~ E. It is called compact if and only if E2 ~ E.

Remark
If E is idempotent; i. e., £2 = E, {hen we have E3 = £2 = E and E' = E2 = Eand so

on. This means that E" = E for all p ~ 2.
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Proposition 2.11
Let E be an n x n fuzzy matrix.. If E is, transitive and reflexive, then E is idempo-

tent.

Proof
Since we have E is a transitive fuzzy matrix, E2 ~ E. Now, we show that E2 ~ E.

n
LetE2 = [e~~)]. Then e~7) = I ejk ekj ~ ejj ejj = ejj (Since we have Eisreflexive).

k=)
*

Proposition 2.12 (4]

Let N"be an irreflexive and transitive fuzzy matrix. Then N is nilpotent.

DefinitioI:l 2.13 [1.5]

An m x nfuzzy matrix A is called regular if and only if there exists an n x m fuzzy
matrix Gsuch thatAGA = A. Such a fuzzy matrix G is called a generalized inverse or
a g-inverse of A.

Remark
Note that Gisnot unique since it is not unique in the crisp case.

Definition 2.14 [8)

An n x n fuzzy matrix S is called similarity if and only if it is reflexive, symmetric
and transitive...

3. 

Some Properties of Sections of Fuzzy Matrices

Deflnition 3.1 [1]
The section aof a fuzzy matrix A is a noolean matrix, denoted by Aa = [a~Jsuch

that aa. = 1 ifa.. ~ a and a~. = 0 if a < a.
'I ¥ IJ 'I

WhereaE[O,.1j.

Lemma 3.2
For a, bE [0,1], we have the followings:

(1) a ~ b => aa ~ ba,
(2) (a b)" = aa ba,

.(3) (a + b)!l ;= aa+ bci,
(4) (a -+ b)a~ ~ -+ ba,
(5) (a ~b)" ~aa -ba.

Proof
(1) Obvious by definition.
(2) Hab ~ a,1hen (a b)a = 1, aaba = l.lfa b < a, then (a b)a = o. Since a b < a,

at least one of a and b is less thana. So, aa ba = O. Hence (a b)a = aaba.
(3) If a + b ~ a, the9 a ~ a or b ~a or both. So, (a + b)a =aa + ba = I. If

a + b < a, then a <a andb < a. So, (a + b)a = aa +ba = O.
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(4) Ifb ~ a, then (a ~ b)a = aa~ ba = 1. If b < a, then (a~b}a ~ ba and

baaa~ ba = {I .So, (a~ b)a ~ aa~ ba.

(5) lib ~ a, then (a -b)Q = oa = { 0 ~fa > 0 and aQ -bQ = O.
lua=O

then (a -b)Q = aQ ~ aQ -bQ. Hence (a -b)Q ~ aQ -bQ.

If b < a,

*

Proposition 3.3
Let A = [aifl (m x n), B=[bifl (m x n), R =; [rifl (n x n) and C =; {Cifl (n x p) be

fuzzy matrices. Then we have the following:
(1) A ;;,: B => Ao ~ Bo,
(2) (A/\ B)O = Ao /\ Bo,

(3) (A + B)CX = Ao + ~,

(4) (A ~ C)o ~ Ao ~ ca,

(5) (A -B)O ~ Ao -Bo,
(6) (A C)O = Ao ca,

(7) (A / R)O ~ AO fRo,
(8) (A')O =; (AO)',

Proof
(1), (2), (3), (5) and (8) are clear.
(4) Let D = A ~ C and F = AO ~ ca. Then

for some h.d.. =
I}

n
n (aik -+ Ck)a = (aih -+ Ch)a
k=l

for some t.J;j = n (a~k ~ C%) = a~l ~ Cfj
k=\

It follows from Lemma 3.2 .that
hi ~ (a~h -+ c~) ~ (aih -+ Chj)U = d(

Then(6) Let G = (A C)n and P = An CO
n

'2: aik Ck)" = (aih Ch)" = a7h chi' for some h.gij ~

:7) 

Let H == (A IR)Q. It follows from Lemma 3.2, that
n n

h" == (a" -, a'k rk ,)Q ~ a~, - ( , ak kk)Q.I} I} L.. I } I} L.. I }
k=\ k~l
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Thus H ~ AU -(A R)U = Au -AuRu = Au/Ru

*

Proposition 3.4
Let A and B be twom x n fuzzy mat~ces. Then for 0.]' 0.2 E [0,1] with 0.] ~ 0.2

we have:

(1) (A + B)a2 ~ Aat + Ba2 ~ (A + B)at

(2) (A/\ B)a2 ~ Aat /\ B~ ~ (A /\ B)at

Proof
(1) (A + B)<lz = A<lz + B<lz ~ A<ll + B<lz~ A<ll + B<ll = (A + B)<l]

(2) (AI\B)<lz=A<lzI\B<lz~A<lII\B<lz~A<lII\B<l1 = (AI\B)<lI.

*

Remark 3.5
The above proposition can be generalized to a finite number n of fuzzy matrices as

follows:
nL Ai)maX(aj;i", 1,

i= 1

n n
n) ...L A7i... ( L A;)min(oi;;=

;=1 ;= 1

and

Proposition 3.6
For an n x n fuzzy matrix A, we have
(1) Ma ~ (M)a
(2) VAa = (VA)a

Proof
(1) Ma = Aa -(Aa)' = Aa -(A ')a ~ (A -A ')a = (M)a
(2) VA a = Aal\(A")' = A"I\(A,)a = (A 1\ A')" = (VA)a.

*
The following theorem is useful for decomposition of fuzzy matrices into itssec-

tions.

Theorem 3.7 [9]

Any fuzzy matrix A can be decomposed in the form:

A=IaAa;O<a:5;l
a

Where a A a indicates that all the elements of the Boolean matrix A a are multiplied

bya.

Proof
Let T= IaA, i.e. t..=Iaaa.. Buta~.=Oifa.<a.

a II a II II 'I



151Some Remarks on Section!

Then t.. = '"' 0. = a..,
1/ L 1/

0";°"

*

4. Relationship between a Fuzzy Matrix and Its Sections

Proposition 4.1
Let R be an n x n fuzzy matrix and a, f> E [0,1] such that 8 ~ a. Then:

(1) R is a-reflexive => R& is reflexive,

(2) R« is reflexive => R is a-reflexive.

Proof
(1) Suppose that R is a-reflexive, i.e., rij ~ a. Since we have 8 ~ a, rii ~ f> and so,

~. = 1. Hence R& is reflexive for all 8 ~ a.
II

(2) Obvious from definition of a-reflexivity.

Corollary 4.2
R is reflexive if and only if R& is reflexive for all 8 E [0,1].

Proposition 4.3
Let R be an n x n fuzzy matrix. Then R is weakly reflexive if and only if all its sec-

tions are weakly reflexive.

Proof
First, suppose that R is weakly reflexive, i.e., rii ~ ri( So that 1";i ~ 1";j for every a E

[0,1]. Hence RQ is weakly reflexive.

Second, suppose that RQ is weakly reflexive for every a ~ [0,1], i.e., 1";i ~ 1";(

For a = 'ij we get, riirjj ~ rijr!j = 1. Therefore rii ~ rij and hence R is weakly reflexive.

*
Now, we define an a-irreflexive and strongly irreflexive fuzzy matrix.

Definition 4.4
An n x n fuzzy matrix R is called a-irrefltxive if and only if 'ii ~ a for all i =

1,2, ...n. It is called strongly irreflexive if and only ifrjj ~ 'jjfor all i, j = 1,2, ...n.

Remark 4.5
O-irreflexivemeans, in fact,irreflexive.

Proposition 4.6
Let R be an nXn fuzzy matrix and a, 8 E [0,1] such that a < 8. Then

(1) R is a-irreflexive => RQ is irreflexive,

(2) RQ is irreflexive => R is a-irreflexive.

Proof
(1) Suppose that R is a-irreflexive. i.e., rii ~ a. We have a < 8 and so, eii < 8,
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i.e., R8 is irr~flexive

(2) Obvious.
*

Corollary 4.7
Let Rbe an n xnfuzzy matrix. Then R is irreflexive if and only if R& is irreflexive for

al18e [0,1].

Proposition 4.8
Let R be an nXn fuzzy matrix. Then R is strongly irreflexive if and only if RQ is

strongly irreflexive for all a E [0,1}.

Proof
Suppose thatR is strongly irreflexive. i.e., rjj ~rij for all i, j = 1,2, ...n.

So that r':j ~ r':j. Hence RQ is stronglyirreflexive.

Conversely, suppose that RQ is strongly irreflexive for all a E [0, 1]. Then
t':"" ~ t':,.,..Takin ga = r" we get r-'ii ~ r-'ii, i.e., 1 ~ r-,ii. Therefore, r.. ~ r...

"" IJ " II

*

Proposition 4.9

Let S be an nX n fuzzy matrix. Then S is symmetric if and only if all its sections are
symmetric.

Proof
We have S is symmetric if and only if S = S' if and only if sa = (s')a = (sa)'.

*

Proposition 4.10
A fuzzy matrix T is transitive if and only if all its sections are transitive.

Proof
We have T is transitive if and only ifT2 ~ T if and only if (T1)Q ~ TQif and only if

(TQ)2 ~ TQ if and only if TQ is transitive.

Propositions 2.11,4..1 and 4.10 suggest that if a fuzzy matrix E is transitive and re-
flexive (idempotent), then all its sections are also transitive and reflexive (idempo-
tent). This property will apply to idempotent fuzzy matrices in the following propos-
ition.

Proposition 4.11 £llr

A fuzzy matrix Eis idempotent if and only if all its sections are.

Proof
Similar to proof of proposition 4.10.

Proposition 4.12
A fuzzy matrix N is nilpotent if and only if NQ, ae [0,1] is nilpotent.
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Proof
Follows directly from (Nn)O = (N")n,

*

Definition 4.13
An nXn fuzzy matrix Cis called circular if and onlyif(C2)' ~ C, or more explicitly,

Cjk Cki ~cijfor every k = 1,2, ...n.
Proposition 4.14 (1

An n x n fuzzy matrix C is circular and reflexive if and only if it is similarity.

ProofSuppose1hat Cis circular and reflexive. Then c.. = C.. C.. ~ c... Also , c.. = c..c..~ c..,
I) I} J/}I }I}I /II}

SO, Cij = Cji and hence C is symmetric.
Alh (2). C ... H C '.. l . so, we ave Cij ~ cji ,: Cij' l.e., IS transItIve. ence IS slml anty..

Conversely, suppose that C is similarity. Then C~;) ~ Cij = Cji' Hence C is .circular.

*

Proposition 4.15
An n x n fuzzy matrix C is circular if and only if all its sections are.

Proof
We have C is circular if and only if (C2)' ~ C if and only if « C2)')a ~ Ca if and only

if « c2)a)' ~ ca if and only if « ca)2)' ~ Ca,
*

Proposition 4.16
Let Cbe an nXn fuzzy matrix. Then Cis compact if and only if all its sections are.

Proof
We have Cis compact if and only if C2 ~ t' if and only if (C2)a ~ Ca if and only if

(Ca)2 ~ ca.
*

Proposition 4.17
Le~ A be a regular fuzzy matrix with a g-inverse G, then Au is regular with a

g-inverse Gu for every a E [0,1]. .

Proof
Since A is regular with g-inverse G, we have A = AG A.

Then Au = (A G A)U =Au GuAu. Hence Au is regular andGu is a g-inverxe of it.

*

The following example shows that the converse of the above proposition is not true

in general.
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Example 4.18

We consid~r the fuzzy matrix,
0.7 0.3 0
0.3 0.7 0.3
0.3 0.3 0.7

A=

and AO.7 = of A be regular with g-inverses

and f= , respectively. Since AO.3 >AO'

1
0
0

1
0
0

we have G > I; i.e., G is reflexive

1 1
So, AO.3 G AO.3 = , wich contradicts the regularity of AO.3,

1
Hence A is not regular.
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~jlill U~\ ~~ J&- .,:..,U;~.: u\ ~

rL...l .~ .1 J .).I..op J

.r..a.o ~ ~j\jj\ ~ ~j\jj\ ~"=':" ~ ,~\ ~ ~ ':"'~Iu.)\ ~

J.Jb-, .~"-A' ~\s. .f.JJ.J t.5 ~I ~jlAJl 4i,,4 i1 ~lA.. 0;;::' .~\
4::!L:J1 JLs:i"i1 ; I.S ' l+.J.lA...J ~jlAJl 4i,,4 i1 ~ 4i~1 4 IJ.) .: }I 1.1..

: 4:.:jlAJl 4i.,A..,...jj
a-irreflexive, strongly irreflexive and circular fuzzy matrix.

.'
~ J:;AIiJ ~jWI 4jjA.,..lI4"j..J.,..; '.A.AA.- , JlAlllJoA ~ J.JIJI ~I J ~

.~I. IJoA J ).J:. ..J".. L. JI~.J ' Boolean matrix ~",JI 4j.,A l1 ~.J

~~e:-I)I-j o.).J":"}1 4,...L. \}\ .,:.,~)iJ;J~ ...A.-llo:.l\ ~;;1; , .)WI r-A31 -j"

.J tAli \.1.. J ~ l.,o.l>.;...:. .,..j-""

IS.I.A.J (O:>lA.;:J1 c:.") ~jWI .,:,,\;.,; 11 ~L :..:r" .1!,J.J1 r.lA:. , ..:.J~I ~I ,.j

.&\All Jl ~~\ .J.. JlA;;1

)Ls::J"l1 ~.:r- 4-.J.~-' ~.,A.,..L.' ~ .:..l.iJl.,JI .:r- ~.w' \.}AJ} , ~')I ~\ J
~-' ..,..1s:.,.;'11 ~-' jA:J!J J\:J!J ..,..1s:.,.;"J1 ~ ' ~jlAJ' ~~ ~ .,..L'~I

.J'\:JI.




